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The act of deliberate damage to oil and gas equipment and facilities 

has been a common phenomenon in Nigeria and has posed huge risk 

of economic, social and political effects on the people, companies and 

the environment. The target of this study is to assess the performance 

of multiple linear regression (MLR) and artificial neural network 

(ANN) for the prediction of risk index. Twenty-six (26) years 

secondary data were obtained from the archive of the Nigerian 

National Petroleum Corporation (NNPC), covering the period of 1989 

to 2016 and capturing information on risk index, vandalism, rupture, 

spillage and volume. To assess the quality of the data, preliminary 

analysis involving; reliability analysis using one-way analysis of 

variance and test of homogeneity was done. To examine the 

correlation and determine the exact relationship between the risk 

index and other independent variables, selected linear and non-linear 

models were employed. For the linear model, multiple linear 

regression (MLR) was used and for the non-linear model, artificial 

neural network (ANN) was employed. The calculated p-value of 0.000 

based on the reliability test shows that the data are reliable and 

adequate. On the overriding influence of the selected independent 

variables, vandalism was observed to be positively correlated with 

risk index thus making this variable the most significant variable that 

influence risk index compares to other independent variables such as 

rupture, spills and volumes. On the best fit model for risk index 

prediction, result of regression plot of output revealed that; artificial 

neural network with R2 value of 0.9973 was acclaimed the best model 

ahead of multiple linear regression with R2 value of 0.5640. 
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1. Introduction 

Pipelines play an important role in modern societies and are crucial for providing fuels for power 

generating transportation. In the light of the hazardous properties of the product been transported 

through these pipelines a ruptured pipeline has the potential to cause serious environmental 

damage and this problem is further compounded by the fact that many developing countries have 
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not established proper guidelines that will help to minimize exposure to such risk [1] 

The act of deliberate damage to oil and gas facilities has been a common problem in Nigeria and 

has posed huge risk of economic and social effects on the people, companies and the 

environment [2, 3]. [4] reported that it is an undisputable fact that risk control measures increase 

the importance of firms and may reduce business distress. Interruptions in oil production caused 

by fires and accidents easily lead to significant economic losses, and potential hazards to humans 

and the environment. [5] defined the concept of risk as the likelihood of specific consequences 

happening, they considered the theory of error and concluded that such error is valuable input to 

any probabilistic risk analysis. [6] did a study on pipeline risk and discovered that it is different 

from other plant risk because the risk is associated with a line source rather than a series of point 

sources of risk. [7], in his comparative studies of the Nigerian oil industry with its US 

counterpart, maintained that the Nigeria oil companies need more hazard analysis and risk 

assessment because most parts of Nigeria meet the criteria defined in the U.S as high 

consequence areas for oil spills (populated area, drinking water area, or productive ecosystem). 

Oil companies in Nigeria are implicitly required by Nigerian law to comply with international 

standards like the API standards for high consequence areas and, therefore, require more hazard 

analysis and risk assessment. Intentional Damage (Sabotage), is a deliberate act of people 

causing damage to assess, properties and the environment. It happens due to several reasons, 

causing disruption in the production and distribution of petroleum products.  A major cause of 

sabotage includes economic backwardness of the region, where the pipeline is located, leading to 

agitation and violence.  In particular, [8] attributed lack of employment and environmental 

degradation as major factors causing pipeline sabotage in the Niger-Delta region of Nigeria, 

where incessant vandalism of oil and gas production facilities and installations are rife.  The 

impact of sabotage can be very disastrous leading in some cases to loss of lives, extensive 

environmental pollution, degradation, and huge economic losses [9, 10] 

  

2. Methodology 

2.1 Description of study area 

The map of oil pipeline network in Nigeria is presented in Figure 1. Distinction of the different 

Pipelines is based on the colour codes with green colour representing pipeline carrying oil red for 

gas and blue for products, such as gasoline, propane and ethylene. 

 
Figure 1: Nigeria pipelines map (Source: theodora.com/pipelines/) 
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2.2 Data Collection  

The data used are pipeline data. Twenty-three (23) years’ secondary data covering from 1990 to 

2016 on risk index, pipe vandalism, pipe rupture, oil spill and oil volume obtained from the 

archive of the Nigerian national petroleum corporation annual report bulletin of operations 

was employed. 

 

2.3 Preliminary Analysis of Data 

2.3.2 Test of Homogeneity 

Frequency analysis of data requires that the data be homogeneous and independent. 

Homogeneity test was carried out to establish the fact that the data used for the analysis are from 

the same population distribution. Homogeneity test is based on the cumulative deviation from the 

mean as expressed using the mathematical equation presented by [11]. 
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where 

iX  = The record for the series X1 X2 ----------- Xn 

−

X  = The mean 

Sks = the residual mass curve 

For a homogeneous record, one may expect that the Sks fluctuate around the zero-center line in 

the residual mass curve. To perform the homogeneity test, a software package (Rainbow) for 

analyzing time series data was employed. 

 

2.3.3 Reliability Analysis of the Data: 

Reliability analysis of the data was done to ascertain the fitness of the data for the selected 

analysis. Descriptive analysis of the reliability test was based on the data scale (measured in 

terms of weight and order of distribution). The summary statistics was done to compute the data 

means, variance, covariance and correlations using the intra class correlation coefficient. The 

null and alternate hypothesis of reliability was formulated as follows; 

H0: for p-value < 0.05, data is reliable 

H1: for p-value > 0.05, data is not reliable 

For computed (p-value < 0.05), the null hypothesis was accepted and it was concluded that the 

data are reliable 

 

2.4 Risk Index Prediction Models 

 

2.4.1 Multiple Linear Regression Model 

To apply multiple linear regression models, the independent variables that influences risk index 

were thoroughly filtered and analyzed. The selected independent variables include;  

i. No. of vandalization (X1) 

ii. No. of Rupture (X2) 

iii. No. of Spills (X3) 

iv. Volume of oil (X4) 
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The dependent variable is risk index. To ascertain the dependence of the selected independent 

variables on the dependent variable, multiple linear regression models was applied to generate a 

regression equation of the form: 
^

0 1 1 2 2 5 5y x x xb b b b e= + + +- - - - - - - - - +      (2) 

where; 

X1, X2 ---------- Xn = the selected independent variables 

Y = the dependent variable (Rate of accident), 

0 , 1 are the regression constant;  

Ƹ is the deviation.  

To execute the multiple linear regression modelling and generate the regression equation, 

statistical software (EViews 9.0) was employed.  

 

2.4.2 Artificial Neural Network 

To apply neural network, 60% of the data was employed to train a network, 25% of the data was 

used to validate the network while the remaining 15% was used to test the performance of the 

network. The neural network modelling and prediction was done with the aid of a neural network 

modelling software (MATLAB 10.1).  

To avoid the problem of weight variation which can subsequently affect the efficiency of the 

training process, the input and output data were first normalized to obtain a value of between 0.1 

and 1.0 using the normalization equation proposed by [11] as follows; 

min

max min

0.1i

x x
x

x x

-
= +

-
           (3) 

Where; 

xi is the normalized value of the input and output data 

xmin and xmax is the minimum and maximum value of the input and output data  

Input and output data training resulting in the design of network architecture is of paramount 

importance in the application of neural network to data modelling and prediction. To obtain the 

optimal network architecture that possesses the most accurate understanding of the input and 

output data, two major factors were considered; 

i. First is the selection of the most accurate training algorithm and secondly,  

ii. The number of hidden neurons.  

Based on this consideration, different training algorithm and hidden neurons were tested to 

determine the best training algorithm and the optimum number of hidden neurons that will 

produce the most accurate network architecture. Selectivity of the training algorithm and the 

optimum number of hidden neurons was based on the coefficient of determination (R2) and the 

mean square error value (MSE) [13]. 

To train the network, 3 runs of 1000 epochs, each with a precision rate of 0.00001 and a learning 

rate of 0.05 was used. In addition, cross validation data representing about 25% of the total input 

data was introduced to monitor the progress of training and prevent the network from 

memorizing the input data instead of leaning which is a common problem associated with 

overtraining [11]. The progress of the training was monitored using the mean square error (MSE) 

graph for training and cross validation. 
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3.0 Results and Discussion 

Descriptive statistics of the data employed for the study is presented in Table 1. 

Table 1: Descriptive statistics of data used 

 
From the results of Table 1, it was observed that the mean ± deviation for risk index is 

0.255±0.0436, for number of vandalization it is 436.83±53.182, for number of rupture it is 

29.57±7.304, for number of spills it is 232.30±28.840 while for volume it is 36900±31109.022. 

In order to ascertain that the data used are from the same population distribution, test of 

homogeneity was done and results obtained is presented in Figures 1, 2, 3 and 4. 

 

 

Figure 1: Homogeneity test of risk index 

of number of vandalization 

 

Figure 2 Homogeneity test of number of 

rupture 

 

 

Figure 3: Homogeneity test for volumes 

(barrels) 

 

Figure 4: Homogeneity test of number of 

spills 
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From the result of Figures 1 to 4, it was observed that the data fluctuates around the zero-center 

line of the residual mass curve an indication that the data are statistically homogeneous. Before 

model development, it was partinent to test the reliability of the data in order to ascertain the data 

fitness. The calculated inter-item correlation ad covariance statistics of reliability is presented in 

Table 2. 

 

Table 2: Inter-item correlation and covariance statistics 

 
 

From the result of Table 2, it was observed that vandalization is the only independent variable 

that is positively correlated with risk index thus making this variable the most significant 

variable that influence risk index compares to other independent variables such as rupture, spills 

and volumes. The computed coefficient of correlations; -0.369 for No. of rupture, -0.165 for No. 

of spills, and -0.336 for volume were observed to be relatively weak and indicative of the 

absence of collinearity problem in the regression variables. The highest coefficient of (-0.165) 

which is between No. of spill and risk index did not pose any challenge of multicollinearity since 

the value is still far less than 10. Hence, we can conclude that there is no issue of 

multicollinearity and that the regression variables are clearly correlated with the dependent 

variable. This is evident in the intra-class correlation coefficient presented in Table 3. 

 

Table 3: Computed intra-class correlation coefficients 
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Again, we observed from the result of Table 3 that the single and average measure intra-class 

correlation coefficients are relatively weak (0.001 and 0.004) and indicative of the absence of 

multicollinearity. To ascertain the reliability of the data, one-way analysis of variance (ANOVA) 

was generated and presented in Table 4. 

 

Table 4: Analysis of variance table 

 
 

At 0.05 df, with a computed p-value of 0.000 as observed in Table 4, the null hypothesis of 

reliability was accepted and it was concluded that the data are good and can be employed for 

further analysis. To develop the model for risk index prediction, multiple linear regression and 

artificial neural network were employed. The coded least square regression equation developed 

for this study is presented in Equation 1 and the regression output is presented in Table 5. 

 

        

Table 5: Output of Regression Analysis 

 
 From the result of Table5, the following observations were made 

 

i. With a regression (p-value) of 0.6847, it was concluded that the regression analysis was 

not significant at 0.05 degree of freedom. Hence, it was declared that the relationship 

between risk index and selected sets of independent variables such as number of 

vandalization, number of spills, number of rupture and volume is not linear. 
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ii. Independent variables, namely; number of spills and number of vandalization were 

observed to have a very strong influence on the risk index with a probability (p-value) of 

0.0338 and 0.0004 respectively. 

iii. The poor regression terms such as coefficient of determination and adjusted coefficient of 

determination was apparently due to the fact that the variables are not from a normal 

probability distribution. 

 

Using the result of Table 5, the overall regression equation was thereafter generated and 

presented in Equation 2  

(Risk Index) = 0.030079 - 0.000167(Spills) – 0.001026(Rupture) + 0.000685(Vandalization)  

+ 1.38E-07(Volume)          (2) 

 

To assess the strength of the regression model, a regression plot of output between the observed 

risk index and regression predicted risk index was obtained and presented in Figure 5. 

 

 

Figure 5: Observed versus predicted regression predicted risk index 

Coefficient of determination (R2) value of 0.564 shows the low strength of regression model in 

predicting the risk index. On account of the poor strength of regression model, artificial neural 

network (ANN) was employed to predict the risk index. 

To obtain the optimal network architecture that possesses the most accurate understanding of the 

input and output data, two factors were considered. First, is the selection of the most accurate 

training algorithm and secondly, the number of hidden neurons. Based on this consideration, 

different training algorithm and hidden neurons were selected and tested to determine the best 

training algorithm and accurate number of hidden neurons that will produce the most accurate 

network architecture. Selection of optimum training algorithm was based on the computed 

coefficient of determination (r2) and the mean square error (MSE). Table 6 shows the 

performance of the different training algorithm tested.  
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Table 6 Selection of optimum training algorithm for ANN modelling and prediction 
S/No Training Algorithm (Learning Rule) Training 

MSE 

Cross Validation 

MSE 

R-Square  

(r2) 

1 Gradient information (Step) 0.0455 0.0434 0.63 

 

2 Gradient and weight change (Momentum) 0.0403 0.0721 0.84 

3 Gradient and rate of change of gradient (Quick 

prop) 

0.0665 0.0388 0.72 

4 Adaptive step sizes for gradient plus momentum 

(Delta Bar Delta) 

0.0504 0.0407 0.61 

5 Second order method for gradient (Conjugate 

gradient) 

0.0511 0.0700 0.64 

6 Improved second order method for gradient 

(Levenberg Marquardt) 

0.0018* 0.0014* 0.97* 

 

Result of Table 6 revealed that improved second order method of gradient also known as 

Levenberg Marquardt Back Propagation training algorithm was the best learning rule and was 

therefore adopted in designing the neural network. To determine the exact numbers of hidden 

neuron, different numbers of hidden neurons were selected to create a trained network using 

Levenberg Marquardt Back Propagation training algorithm. Performance of the trained network 

was assessed using mean square error (MSE) and coefficient of determination r2. The number of 

hidden neurons corresponding to the lowest MSE and the highest r2 as presented in Table 7 was 

selected to design the neural network. 

 

Table 7 Selection of optimum number of hidden neurons for ANN 
S/No Number of Hidden Neurons Training MSE Cross Validation 

MSE 

R-Square  

(r2) 

1 3 0.0229 0.0633 0.81 

2 4 0.0401 0.0321 0.75 

3 6 0.0599 0.0205 0.72 

4 8 0.0310 0.0401 0.87 

5 10 0.0035 0.0019 0.98 

 

Based on the results of Table 6 and 7, Levenberg Marquardt Back Propagation training algorithm 

having 10 hidden neurons in the input layer and output layer was used to train a network of 4 

input processing element (PE) and 1 output processing element. The input layer of the network 

uses the hyparbolic targent (tan-sigmoid) transfer function to calculate the layer output from the 

network input while the output layer uses the linear (purelin) transfer function. The  number of 

hidden neuron was set at 10 neurons per layer and the network performance was monitored using 

the mean square error of regression (MSEREG). In addition, a learning rate of 0.01, momentum 

coefficient of 0.1, target error of 0.01, analysis update interval of 500 and a maximum training 

cycle of 1000 epochs was used. The network generation process divides the input data into 

training data sets, validation and testing. For this study, 60% of the data was employed to 

perform the network training, 25% for validating the network while the remaining 15% was used 

to test the performance of the network. A performance evaluation plot which shows the progress 

of training, validation and testing is presented in Figure 6. 
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Figure 6: Performance curve of trained network for predicting risk index 

 

From the performance plot of Figure 6, no evidence of over fitting was observed. In addition, 

similar trend was observed in the behaviour of the training, validation and testing curve which is 

expected since the raw data were normalized before use. Lower mean square error is a 

fundamental criterion used to determine the training accuracy of a network. An error value of 

5.8019e-05 at epoch 8 is an evidence of a network with strong capacity to predict risk index. The 

training state, which shows the gradient function, the training gain (Mu) and the validation 

check, is presented in Figure 7. 

 

 
Figure 7: Neural network training state for predicting risk index 

 

Back propagation is a method used in artificial neural networks to calculate the error contribution 

of each neuron after a batch of data training. Technically, the neural network calculates the 

gradient of the loss function to explain the error contributions of each of the selected neurons. 

Lower error is better. Computed gradient value of 0.00015557 as observed in Figure 8 indicates 

that the error contributions of each selected neuron are very minimal. Momentum gain (Mu) is 
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the control parameter for the algorithm used to train the neural network. It is the training gains 

and its value must be less than one. Momentum gain of 1.0e-11 shows a network with high 

capacity to predict risk index. The regression plot which shows the correlation between the input 

variables (number of vandalization, number of spills, number of rupture and volume) and the 

target variable (risk index) coupled with the progress of training, validation and testing is 

presented in Figure 8. 

 

 
Figure 8: Regression plot showing the progress of training, validation and testing  

 

 

 
Figure 9: Regression plot of observed versus ANN predicted risk index 
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Based on the computed values of the correlation coefficient (R) as observed in Figure 8, it 

was concluded thet the network has been accurately trained and can be employed to predict 

the risk index. To assess the strength of ANN model, a regression plot of output between the 

observed risk index and ANN predicted risk index was also obtained and presented in Figure 

9. Coefficient of determination (r2) values of 0.9973 as observed in Figures 9 was employed 

to draw a conclusion that the trained network can be used to predict risk index using different 

sets of input parameters.  

 

4.0 Conclusion 

This study attempt to predict risk index using selected sets of independent variables, namely; 

vandalism, spill, pipe rupture and oil volume on risk index. The study employed two forms 

of supervised learning techniques, namely; multiple linear regression technique and artificial 

neural network. Twenty-six (26) years secondary data obtained from the archive of the 

Nigerian National Petroleum Corporation (NNPC), covering from 1991 to 2016 was used. 

The quality of the data was examined by means of selected statistical techniques, namely 

reliability analysis using one-way analysis of variance and test of homogeneity. The outcome 

revealed that the data are adequate and homogeneous. 

On the performances of the different prediction models employed in this study, it was 

observed that; though the selected model shows potential capability to predict risk index with 

artificial neural network been a better model compared to regression method. The direct 

implication is that; the exact relationship between risk index and the selected independent 

variables cannot be determined using linear modelling techniques. Although the content of 

this study is not completely exhaustive on the subject matter, it has provided additional 

information to the existing literatures on risk index assessment, modelling and prediction. 
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