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Solar power generation as a renewable energy source is one of the 

most used and highest in demand in recent times, solar systems totally 

depend on weather changes. Because of weather fluctuations, one 

cannot manually determine the amount of energy produce by a solar 

system due to the amount of data and computational power needed. 

Machine learning having this computational advantage and being 

able to perform almost accurate predictions was implemented in this 

study. A comparison of three different machine learning models 

(decision tree regression, support vector regression and random 

forest) used to predict solar power generation were carried out using 

dataset generated over a given period of time across different 

locations in Benin City. An IoT -based data logger was developed to 

generate the dataset using temperature, humidity and light-insensitive 

sensors interfaced with an Atmega 238p Microcontroller. The data 

acquired by sensors are sent to the cloud through a GSM module 

connected to the Microcontroller for storage. This dataset constitutes 

of weather parameters (temperature, humidity and light flux) and 

electrical parameters (voltage and current). The preferred model was 

selected using performance metrics and minimal error value. The 

results of the comparison shown that Random Forest regression model 

had a model score of 0.9506, decision tree regression and support 

vector regression with model score of 1.0594 and 3.7632 respectively. 

Random forest regression model gives the most accurate predictions 

of solar power over a given period. The model score was calculated 

by addition of the values gotten from root mean square error, mean 

absolute error, mean square error and R-squared value. 
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1. Introduction 

Machine learning is a research field at the intersection of statistics, artificial intelligence, and 

computer science and is also known as predictive analytics or statistical learning [1]. It employs a 

variety of statistical, probabilistic and optimization methods to learn from past experience and 

detect useful patterns from large, unstructured and complex datasets. It’s simply the practice of 

programming computers to learn from data refers as training sets by finding relations between 

inputs and outputs even if the representation is impossible. This characteristic allows the use of 

machine learning models in many applications such as pattern recognition, classification 

problems, spam filtering, data mining and forecasting problems [2]. 

Lately machine learning has found application in predicting solar power over a period of time [3,4, 

5]. The use of machine learning for solar power forecast will ensure effective operation of the 

power grid, optimal management of the energy fluxes occurring in the solar system and this will 

also help for congestion management. The application of machine learning algorithm in solar 
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power generation forecasting has been experimented in several research works. In Emil and 

Mikael, 2018 a comparison of different machine learning techniques and time series models is 

performed across five different sites in Sweden, it was discovered that employing time series 

models was a complicated procedure due to the non-stationary energy time series. however, 

machine learning techniques were more straight forward to implement. However, in Abrahamsen 

et al, 2006, the goal was to build models that can predict weather conditions faster than traditional 

meteorological models. Trying to manually calculate and predict solar power will yield wrong 

results and might be too ambiguous for human to do. Thus, the focus of this research, proposes a 

two-step modeling process that connects unannounced weather variables with announced weather 

forecasts. This project, when applied in a solar powered infrastructure makes it possible for solar 

grid operators to predict and balance energy generation and consumption. 

2. Methodology 

This section describes the method adopted in this project, it explains the mechanism and processes 

involved in the project implementation. The methodology articulates what data is required, what 

methods are going to be used to collect and analyze this data, and how all of this is going to 

answer the objectives stated earlier. This is depicted in Figure1. 
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2.1 Design Analysis of IoT-Based Datalogger  

The IoT based datalogger design is presented in this section. Figure 2 shows the block diagram 

functional stages design of the tracker circuit and IoT data-logger and what they are made of and 

how they are interconnected.  

1. Power source 

2. Sunlight flux sensing stage 

3. Temperature and humidity sensor 

4. Load Voltage and current transducer 

5. Arduino/Microcontroller stage 

6. GSM Modem IOT interface 

7. Software program 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 2: Block diagram of an IoT-based datalogger. 

 

2.1.1. Power Supply Circuit Design 

The power supply source for the control circuit is from the solar panel and from a back-up battery 

source. The circuit diagram is shown in Figure 3. The maximum power supply voltage from the 

solar panels is aimed at 22V based on the solar panel rating. The solar panel acquired is a 

monocrystalline 12V/150Watts solar panel. The supply expected output voltage for the control 

circuit is 5V and thus an IC voltage regulator 7805 was used which is a +5V voltage regulator.  

Due to the high dc voltage involved, a series regulator was used to regulate the dc to 14.3V dc 

before the 5V regulator for the Arduino control board. A 15V zener diode, limiting resistor and 

pass transistor make up the series pass regulator. The circuit consists of two stages consisting of 

the series regulator (RL,Vz, and Tr1) and IC voltage regulator. 

The reference voltage is set up by 15V Zener diode model with a power rating of 300Mw (from 

datasheet). 

Where, Vz is zener breakdown voltage, 

Maximum Zener current, 𝐼𝑧 =  𝑃 /𝑉𝑧        (1) 
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(300 𝑥 10 − 3)/ 15 =  20𝑚𝐴 

This is the maximum current.  A value less than the maximum is used so that it will operate within 

its capacity.  A value of 70% of its maximum current is adequate for zener reference. 

Chosen zener current    

 𝐼𝑧 =  0.7 𝑥 𝐼𝑧       

  𝐼𝑧 =  0.7 𝑥 20 𝑥 10 − 3 =  14𝑚𝐴 

 This was necessary so that the zener diode would not fail. Current limiting resistor or biasing 

resistor RL value can thus be obtained from the relationship below 

𝑅𝑙 =  (𝑉–  𝑉𝑍)/ 𝐼𝑍       (2) 

Where Vc = collector voltage = solar voltage = 37.V  

 𝑅𝑙 =  37 –  15 / 14 𝑥 10 − 3 =  1.612Ω 

Used 1.8kΩ was used as closest standard 

𝐼𝑍 =  𝐼𝐵 =  𝑃𝑎𝑠𝑠 𝑡𝑟𝑎𝑛𝑠𝑖𝑠𝑡𝑜𝑟 𝑏𝑎𝑠𝑒 𝑐𝑢𝑟𝑟𝑒𝑛𝑡 =  𝐼𝐶 / ß1  
𝐼𝑐 =  ß1/𝐼𝐵                    (3) 

Where ß1 is pass transistor gain 

The transistor chosen is TIP41C model for Tr1 as it satisfies the condition; 

Vce (max) > 3Vc 

3𝑉𝑐 =  3 𝑥 22 =  66𝑉   
TIP41 transistor Vce (max of 100V) > 66V  

C1 was chosen as 47μF. 

 

 
Figure 3: Power supply circuit 

 

2.1.2. Light Flux Design Analysis 

The sunlight intensity is a parameter to check out for as it relates to the amount of energy obtained 

from the solar PV module and the sunlight level sensor used for the work is the light dependent 

resistor (LDR) or photo-resistor. From test and observation, the following was detected; 

 Dark resistance   = 1.5MΩ 

 Light resistance   = 30Ω at full day light 

 LDR Type/model = Plastic case ORP12 

The LDR resistance changes with the light intensity such that the more, light rays fall on it, the 

lower the resistance. This change must be converted to voltage change. This is achieved by 

connecting a fix resistance in series with the LDR to form a voltage divider. The voltage output is 

now light dependent.  

Using Voltage Divider Rule; 

 

𝑉𝑜𝑢𝑡 =  𝑅2/( 𝑅𝐿𝐷𝑅 +  𝑅2) 𝑥  (𝑉𝑐𝑐)      (4)   

Where VS is Sensor Voltage and VC is Voltage across series resistance. 

Using daylight resistance of 30Ω and current of 1.2mA(chosen) 

 

𝑅2 =  𝑉𝑐𝑐 –  𝑉𝑠 =  (𝑉𝑐𝑐 – (𝐼𝑅𝐿𝐷𝑅))/𝐼      (5) 

𝑅2 =  (5 – (1.2 ×  10 − 3 ×  30) )/1.2 × 10 − 33.3 
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𝑅2 =  3266Ω 

 

Chose 3.3kΩ for R as the closest standard. 

Tℎ𝑢𝑠 𝑉𝑜𝑢𝑡 (𝑎𝑡 𝑓𝑢𝑙𝑙 𝑑𝑎𝑦𝑙𝑖𝑔ℎ𝑡)  =  3300/( 30 +  3300)  ×  5  =  4.95𝑉 

Thus Vout (at full darkness) =    3300/ (1.5 x 106 + 3300) ×   5    = 0.01V 

This voltage shows that the expected reference voltage be such, that it can be varied from a 

minimum of 0.1V to approximately 5V and the output shows that their voltage increases for 

increasing luminosity. This was converted by the microcontroller section to digital data for display 

and transmission to the cloud. 

 

2.1.3. Voltage and Current Sensing Unit 

The solar information of voltage and current is needed for the datalogger and so sensing circuits is 

required to achieve this. The sensing circuit function is to bring down the high analog voltage and 

current to a low value compatible with the microcontrollers onboard analog to digital converter 

(ADC) which is 2V maximum [3]. 

A voltage divider was used for dc voltage sensing and level measurement while a series resistor 

was used as the current sensor.  

 

According to ohm’s law the voltage developed across Rs is directly proportional to the load 

current.  

𝑉𝑠 =  𝐼𝐿 𝑅𝑠           (6) 

Where Vs is sensor voltage, IL is load current, and Rs is sensor resistance 

 

For a sensor load voltage of 1V from Rs with load current of 10A 

 

𝑅𝑠 =  𝑉/𝐼 =  1.0 / 10 =  0.1𝛺 = 100𝑚𝛺 

Power rating of resistance Prs = I2R = 10 x 10 x 0.1 = 10W 

 

R1 and R2 form the voltage divider circuit for voltage level sensing. R2 was chosen to be a 

variable resistor for fine tuning and calibration purposes. For a current flow assumed to be 1.0mA 

flowing through R1 and R2 in series and for a peak dc voltage of 60V, then total resistance is; 

 

𝑅𝑡 =  𝑉𝑑𝑐 / 𝐼𝑇         (7) 

Where Rt is the total resistance of the voltage divider of R1 and R2 and IT is the current through 

them. 

𝐼𝑇 =  1.0𝑚𝐴 (𝑐ℎ𝑜𝑠𝑒𝑛) 

𝑅𝑡 =  60 / 1.0 𝑥 10 − 3 =  60𝑘𝛺 

 
This value was shared between both resistors. A value of 10kΩ variable resistor was used for R2 

and 50kΩ for R1. 

From the voltage divider expression,  

 

𝑉𝑜𝑢𝑡 =  𝑉𝑖𝑛 [𝑅2 / (𝑅1 +  𝑅2)]      (8) 
𝑉𝑜𝑢𝑡 =  60 [10 000 / (50000 +  10000)] 

 
Maximum adjustable ADC voltage, Vout = 10V 

 

The operational amplifier was used as a voltage follower for its impedance matching properties to 

interface the current that was converted to voltage by Rs to the ADC input. The dual op-amp 
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LM358 was use for all the operational amplifier voltage follower circuitry because of economy 

and good slew rate and its unipolar operational capability. 

 

2.1.4. Humidity and Temperature Sensing Unit 

This sensor is used to sense humidity and it facilitates the conversion of analog inputs to digital 

output. The digital output pin is connected directly with the Arduino to Arduino’s digital pin (pin 

2). DHT11 has a full range temperature compensation, low power consumption, long term 

stability and calibrated digital signal. The DHT sensors are made of two parts, a capacitive 

humidity sensor and a thermistor. There is also an in-built chip that does analog to digital 

conversion and spits out a digital signal with the temperature and humidity. 

 

2.1.5. Control Program and Software Design 

The software is designed using arduino IDE specially for arduino based development boards and 

atmega controllers. The software was written in C language and was developed in sections for 

easy debugging and then later integrated. The integrated program was built and verified and the 

hex file was generated which was then loaded into the microcontroller.  

 
 

Figure 4: The flowchart of the code development 
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2.1.6. Operational Principle of the IoT-Based Datalogger 

Figure 5 shows the complete circuit diagram of the Solar panel connected with the IoT-based 

Datalogger. The circuit operation is presented in two sections; component function description and 

operation. The LDR is the major sunlight sensing device used for checking the light level. When 

the system is powered up the first time, the microcontroller will first of initialize itself by setting 

all appropriate registers and internal hardware after which it initializes the GSM module and the 

Temperature sensor. This stages information is indicated on the liquid crystal display. After 

initialization, the microcontroller will then communicate with DHT11 to get the temperature and 

humidity data, convert the solar voltage and current read to digital information as well as that from 

the light intensity level stage. All this information is stringed in a for website HTTP protocol 

format and the GSM Module is then instructed by the microcontroller using AT commands to 

connect to MTN provider network and connect to IoT(Thingspeak) webserver. On successful 

connection sends the data to the webserver. After acknowledgement from the server, it closes the 

communication link and waits for the next hour interval to repeat the process. 

 

 

 

 
Figure 5: Complete circuit diagram of the IOT based Datalogger. 
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2.2 Development of Machine Models Solar Power Prediction  

In building a machine learning model, a dataset is required to train the model. For this study the 

data obtained from the IoT-based data logger was used to train the models. The following 

procedures were followed to build the models. 

 

2.2.1. Data Preprocessing  

Data generally contains noises, missing values, and maybe in an unusable format which cannot be 

directly used for machine learning models. Data preprocessing was done as a required tasks for 

cleaning the data and making it suitable for a machine learning model which also increases the 

accuracy and efficiency of a machine learning model. This includes missing data and feature 

scaling. 

2.2.2. Missing Data  

In cases of missing data, columns in the dataset which had missing data were replaced with the 

mean, remaining values in the column. This method prevented the loss of data. Replacing the 

missing data with the mean is a statistical approach to handle the missing values as shown in 

Equation (9) 

 

𝑚𝑒𝑎𝑛 =
𝑁

𝑥
          (9) 

 

Where N is the sum of the remaining values in the column and x is the number of values 

 

2.2.3. Feature Scaling 

Feature scaling which is one of the most critical steps during the pre-processing of data. Feature 

scaling was applied to the dataset, because of the vast difference in the range of values. The 

feature scaling approach chosen in this work is the Min-max scaler as shown in Equation (10) 

 

𝑋𝑛𝑒𝑤 =
𝑋 −𝑋𝑚𝑖𝑛

𝑋𝑚𝑎𝑥−𝑋𝑚𝑖𝑛
         (10) 

 

Where 𝑋𝑛𝑒𝑤 is the new value of X, 𝑋𝑚𝑖𝑛 is the minimum value in the column and 𝑋𝑚𝑎𝑥 the 

maximum value in the column. 

 

2.2.4. Data Splitting  

Data splitting is commonly used in machine learning to split data into a training and test set, the 

training set was used to fit the model and test for the model evaluation. This approach allows us to 

find the model hyper-parameter and also estimate the generalization performance. For proper 

splitting of dataset in this work, the stratified shuffle split technique in the sklearn library with a 

test size of 20% was used. 

 

2.2.5. Model Selection 

In solar power forecasting, different supervised machine learning algorithms can be used for 

prediction. In the work, decision regression, support vector regression and random forest 

regression were used to train the dataset. These models were chosen in for this work because they 

are commonly used machine learning models. Also, it has been reported that these algorithms 

have good performance in solar power forecasting. 
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2.2.6. Decision Tree Regression 

Decision tree builds regression or classification models in the form of a tree structure. It breaks 

down a dataset into smaller and smaller subsets while at the same time an associated decision tree 

is incrementally developed. The final result is a tree with decision nodes and leaf nodes. 

 

2.2.7. Support Vector Regression 

In support vector regression, the best fit line is the hyperplane that has the maximum number of 

points. Unlike other Regression models that try to minimize the error between the real and 

predicted value, the SVR tries to fit the best line within a threshold value shown in equation (11). 

The threshold value is the distance between the hyperplane and boundary line. 

 

𝑓(𝑥) = ∑ (𝛼𝑖 − 𝛼∗
𝑖)(𝜑(𝑥𝑖

𝑡), 𝜑(𝑥𝑖)) + 𝑏𝑛
𝑖=1       (12) 

 

2.2.8. Random Forest Regression 

Random forest is a Supervised Learning algorithm which uses ensemble learning method for 

classification and regression. It operates by constructing a multitude of decision trees at training 

time and outputting the class that is the mode of the classes (classification) or mean prediction 

(regression) of the individual trees. The predicted value is shown in Equation (13). 

 

𝑦𝑝 =  
1

𝑛
 ∑ 𝑓𝑛(ẋ)𝑛

1          (13) 

Where yp is the predicted values of y, n is number of datapoints and x is the training set. 

3. Results and Discussion 

3.1 Test Results of IoT Based Datalogger 

This project was tested several times for the functionality of the design of the circuit. The power 

supply and the microcontroller were tested to ensure they are working as expected and other stages 

were also tested. The final tests carried out and recorded was that for the voltage, current, light 

flux temperature and humidity. Table 1 highlights the several tests carried out in the course of the 

work. 

3.2 Machine Learning Model Prediction Result 

This section presents results predicted by each of the machine learning models. Table 1 shows the 

values of Y test for, test set, decision tree regression model, support vector regression model and 

Random Forest regression model. 

Table 1 Machine learning model predictions 

S/N Y _test 
Decision 

tree 
Support  
vector 

Random 
Forest 

1 1.1622 1.1582 1.2244 1.2159 

2 1.1622 1.1482 1.1823 1.1900 

3 0.9200 0.8892 1.0818 0.9461 

4 0.9440 0.1934 1.0483 1.0089 

5 1.3489 1.3247 1.0202 1.3109 

6 0.8715 0.7200 0.9285 0.8768 
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7 1.6119 1.4789 1.1425 1.5641 

8 2.1307 2.5368 1.1891 2.0579 

9 1.3559 1.4562 1.0822 1.2203 

10 1.1622 1.8622 1.0586 1.1191 

 

3.3. Visual Representation of Machine Learning Models 

 Plots For Decision Tree Regression Model 

The figure below shows result gotten from decision tree regression model, plot showing; Figure 

6(a) (solar power against temperature), Figure 6(b) (solar power against humidity) and Figure 6(c) 

(solar power against light flux). 

      
(a)                      (b)    (c) 

Figure 6: Plots for decision tree regression model result 

 

3.4. Plots for support vector regression model 

The figure below shows result gotten from decision tree regression model, plot showing; Figure 

6(a) (solar power against temperature), Figure 6(b) (solar power against humidity) and Figure 6(c) 

(solar power against light flux). 

 

 

(a)                               (b)      (c) 

Figure 7: Plots for support vector regression model 

3.5. Plots for random forest regression model 

The figure below shows result gotten from decision tree regression model. The plots below shows; 

Figure 7 (a) (solar power against temperature), Figure 7(b) (solar power against humidity) and 

Figure 7(c) (solar power against light flux). 
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(a)                        (b)     (c) 

 

Figure 8: Plots for support vector regression model 

 3.6. Evaluation Metrics Result for Machine Learning Models 

Table 2 shows the results for each machine learning model score calculation. The model score was 

calculated by addition of the values gotten from root mean square error, mean absolute error, mean 

square error and R-squared value. Decision tree regression model has a model score of 1.0594, 

support vector regression has model score of 3.768 and Random Forest regression has a model 

score of 0.9506. 

 

Table 2 Evaluation Metrics Result for Machine Learning Models 
Machine 

Learning 

Models 

Root Mean 

Square Error 

Mean 

Absolute 

Error 

Mean Square 

Error 

R-Suared 

Value 

Model Score 

Decision Tree 

Regression  

0.0825 0.01014 0.0068 0.9600 1.0594 

Support Vector 

Regression 

1.4588 1.3063 2.1281 -1.1300 3.7632 

Random Forest 

Regression 

0.1787 0.0808 0.0319 0.8200 0.9506 

4. Conclusion 

The IoT-based datalogger was designed and implemented, the dataset recorded was used to train 

three machine learning models. After the models were trained, an evaluation metric was done to 

calculate for root mean square error, mean absolute error, mean square error and R-squared value. 

The model with the lowest model score is the random forest regression model with model score of 

0.9506. The completion of this project resulted the following advantages: it Provided a means of 

recording both weather and electrical parameters without being present at the location, a process of 

collating and representing data recorded online, how machine learning model are trained with 

dataset recorded with the datalogger and it shows comparison between three machine learning 

model. 
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Appendix 

Table  A1: Data Recorded with IOT Based Datalogger 

Created_at Entry_id Voltage Current Temperature Humidity Light flux 

2020-11-14 07:42:47  77 18.88 0.06 29 90 154.52 

2020-11-14 09:17:36  78 19.85 0.06 30 84 248.53 

2020-11-14 10:52:25  79 18.4 0.06 31 83 236.83 

2020-11-14 12:27:14  80 19.37 0.06 33 71 292.5 

2020-11-14 15:36:51  81 18.88 0.05 37 49 176.71 

2020-11-14 17:11:41  82 18.88 0.05 36 59 315.9 

2020-11-15 07:25:02 83 19.37 0.06 29 88 150 

2020-11-15 08:59:51  84 19.37 0.06 30 83 165.82 

2020-11-15 12:09:29  85 18.4 0.05 32 75 248.93 

2020-11-15 13:44:18  86 18.88 0.05 34 64 291.54 

2020-11-15 15:19:07  87 19.27 0.07 37 53 280.4 

2020-11-15 16:53:56  88 17.43 0.05 38 46 129.91 

2020-11-16 07:07:17  89 17.91 0.09 28 90 72.22 

2020-11-16 08:42:06  90 19.37 0.11 29 86 196.64 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 


