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The solution of an initial value problem in ordinary differential 

equations expanded as Milne’s method has been given as both a 

classical and a numerical method. In this paper, we first describe 

methods for solving initial value problems and then explain the Milne’s 

method. When considering the numerical solution of ordinary 

differential equations (ODEs), a predictor–corrector method typically 

uses an explicit method for the predictor step and an implicit method 

for the corrector step. Our aims are proposing a modified form of the 

Milne’s Predictor-Corrector formula for solving ordinary differential 

equation of first order and first degree. We followed the applied 

mathematical method numerically by MATLAB. We found that Milne’s 

(modified) predictor-corrector formula gives better accuracy and it 

also can minimize the calculating time as it takes less number of 

iterations. In addition, toits a multi-step method to compute y for 

preceding values of y and y′ is essentially required. 
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1. Introduction  

Differential equations are among the most important mathematical tools used in producing models 

in the physical sciences, biological sciences and engineering [1].Differential equations are 

commonly used for mathematical modeling in since and engineering often there is no known 

analytic   solution and numerical approximation are required [2].  The core of the MATLAB 

system implements a set of functions to cope with some classical numerical problems.  Although  

there is no  need  for a  really  deep  knowledge of numerical analysis in order to use MATLAB, a 

grasp of  the basics  is  useful in order to choose among  competing methods and to  understand 

what may go wrong with them. In fact, numerical computation is affected by machine precision 

and error propagation, in ways that may result in quite unreasonable outcomes. Hence, we begin 

by considering the effect of finite precision arithmetic and the issues of numerical instability and 

problem conditioning [3]. Numerical differentiation is not a particularly accurate process. It 

suffers from a conflict between round off errors (due to limited machine precision) and errors 

inherent in interpolation. For this reason, a derivative of a function can never be computed with 

the same precision as the function itself [4]. This paper used Milne’s method   that can be used to 

obtain approximate solutions of differential equations. Such approximations are necessary when 

no exact solution can be found [5]. 
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1.1 Existence and Uniqueness of Solutions 

 

This is the time to acknowledge that we have been avoiding a very important question: When 

we’re trying to solve a differential equation, how do we know whether there is a solution? We 

could be looking for something that doesn’t exist a waste of time, effort, and computer resources. 

Calculators and computers can mislead. They may present us with a solution where there is none. 

If there are several possible solutions, our user-friendly device may make its own selection, 

whether or not it is the one that we want for our problem. A skeptical attitude and a knowledge of 

mathematical theory will protect us against inappropriate answers. First, let’s look at what can 

happen when we try to solve first-order initial-value problems. Then we’ll discuss an important 

result guaranteeing when such IVPs have one and only one solution [6]. 

 

1.2 General Initial Value Ordinary Differential Equation (ODE) Problem 

 

The general problem for a single initial-value ODE is simply stated as 
𝑑𝑦

𝑑𝑡
= 𝑓(𝑦, 𝑡)      𝑦(𝑡0) = 𝑦0          (1) 

𝑦=dependent variable 

𝑡 =independent variable 

𝑓(𝑦, 𝑡)=derivative function 

𝑡0 =initial value of the independent variable 

𝑦0= initial value of the dependent variable 

Equations (1) be termed a 1 × 1problem (one equation in one unknown). The solution of this 1 ×
1problem is the dependent variable as a function of the independent variable, 𝑦(𝑡)(this function 

when substituted into Equations(1) satisfies these equations). This solution may be a 

mathematicalfunction, termed an analytical solution [7]. 

 

1.3 Dependence on the Initial Value 

 

Consider the initial value problem  

{
𝑥′ = 𝑓(𝑡, 𝑥)

𝑥(𝑡0) = 𝑠
 

Where the initial value is denoted by 𝑠 instead of 𝑥0, 𝑡0emphasize that we allow now s to vary. 

Hence, the solution is can be considered as a function of two variables:  𝑥 = 𝑥(𝑡, 𝑠)our aim is to 

investigate the dependence on 𝑠. 

       As before, assume that  𝑓 is continuous in an open set  𝛺 ⊂ 𝑅2and is locally 𝐿𝑖𝑝𝑠𝑐ℎ𝑖𝑡𝑧 in this set 

in 𝑥. Fix a point (𝑡0, 𝑥0)𝜖𝛺  and let 𝜀, 𝛿, 𝐿  be the parameters from the local  𝐿𝑖𝑝𝑐ℎ𝑖𝑡𝑧 condition at 

this point, that is, the rectangle 

𝑅 = [𝑡0 − 𝛿, 𝑡0 + 𝛿] × [𝑥0 − 𝜀, 𝑥0 + 𝜀] 
Is contained in 𝛺 and for all (𝑡, 𝑥), (𝑡, 𝑦) 𝜖 𝑅 

|𝑓(𝑡, 𝑥) − 𝑓(𝑡, 𝑦)| ≤ 𝐿|𝑥 − 𝑦|[8] 

 

2. Numerical Methods 

 

2.1 Milne’s Method 

 

Consider the first order differential equation  
𝑑𝑦

𝑑𝑥
= 𝑓(𝑥, 𝑦)      𝑦(𝑥0) = 𝑦0 
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Newton’s forward difference formula can be written as 

𝑓(𝑥, 𝑦) = 𝑓0 + 𝑛∆𝑓0 +
𝑛(𝑛 − 1)

2
∆2𝑓0 +

𝑛(𝑛 − 1)(𝑛 − 2)

3!
∆3𝑓0 + ⋯        (2)    

Substituting this in the relation 

𝑦4 = 𝑦0 + ∫ 𝑓(𝑥, 𝑦) 𝑑𝑥
𝑥0+4ℎ

𝑥0

 

we get 

𝑦4 = 𝑦0 + ∫ [𝑓0 + 𝑛∆𝑓0 +
𝑛(𝑛 − 1)

2
∆2𝑓0 + ⋯ ] 𝑑𝑥

𝑥0+4ℎ

𝑥0

 

Let  𝑥 = 𝑥0 + 𝑛ℎTherefore 

𝑦4 = 𝑦0 + ℎ ∫ [𝑓0 + 𝑛∆𝑓0 +
𝑛(𝑛 − 1)

2
∆2𝑓0 + ⋯ ] 𝑑𝑛

4

0

 

= 𝑦0 + ℎ  [4𝑓0 + 8∆𝑓0 +
20

3
∆2𝑓0 +

8

3
∆3𝑓0 + ⋯ ] 

= 𝑦0 + ℎ  [4𝑦0
′ + 8(𝐸 − 1)𝑦0

′ +
20

3
(𝐸2 − 2𝐸 + 1)𝑦0

′ +
8

3
(𝐸3 − 3𝐸2 + 3𝐸 + 1)𝑦0

′ ] 

(neglecting fourth and higher order differences) 

= 𝑦0 + ℎ  [4𝑦0
′ + 8(𝑦1

′ − 𝑦0
′ ) +

20

3
(𝑦2

′ − 2𝑦1
′ + 𝑦0

′ ) +
8

3
(𝑦3

′ + −3𝑦2
′ + 3𝑦1

′ + 𝑦0
′ )] 

= 𝑦0 + ℎ  [
8

3
𝑦1

′ +
4

3
𝑦2

′ +
8

3
𝑦3

′ ] 

𝑦4 = 𝑦0 +
4ℎ

3
[2𝑦1

′ − 𝑦2
′ + 2𝑦3

′ ] 

If 𝑥0, 𝑥1, … , 𝑥4are any 5 consecutive values of 𝑥, then the above equation can be written as 

𝑦𝑛+1,𝑝 = 𝑦𝑛−3 +
4ℎ

3
[2𝑦𝑛−2

′ − 𝑦𝑛−1
′ + 2𝑦𝑛

′ ] 

This is called Milne’s Predictor formula (the subscript 𝑝 indicates that it is a predicted value). 

This formula can be used to predict the value of 𝑦4when those of  𝑦0, 𝑦1, 𝑦2, 𝑦3  are known. 

To get a corrector formula we substitute Newton’s formula (2) in the relation  

𝑦2 = 𝑦0 + ∫ 𝑓(𝑥, 𝑦) 𝑑𝑥
𝑥0+2ℎ

𝑥0

 

and we get  

𝑦2 = 𝑦0 + ∫ [𝑓0 + 𝑛∆𝑓0 +
𝑛(𝑛 − 1)

2
∆2𝑓0 + ⋯ ] 𝑑𝑥

𝑥0+2ℎ

𝑥0

 

𝑦2 = 𝑦0 + ℎ ∫ [𝑓0 + 𝑛∆𝑓0 +
𝑛(𝑛 − 1)

2
∆2𝑓0 + ⋯ ] 𝑑𝑛

4

0

putting x = 𝑥0 + 𝑛ℎ 

= 𝑦0 + ℎ  [2𝑓0 + 2∆𝑓0 +
1

3
∆2𝑓0 + ⋯ ] 

= 𝑦0 + ℎ  [2𝑦0
′ + 2(𝐸 − 1)𝑦0

′ +
1

3
(𝐸2 − 2𝐸 + 1)𝑦0

′ ] 

(neglecting higher order differences) 

= 𝑦0 + ℎ  [2𝑦0
′ + 2(𝑦1

′ − 𝑦0
′ ) +

1

3
(𝑦2

′ − 2𝑦1
′ + 𝑦0

′ )] 

Thus 

= 𝑦0 + ℎ  [
8

3
𝑦1

′ +
4

3
𝑦2

′ +
8

3
𝑦3

′ ] 
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𝑦2  = 𝑦0 +
ℎ

3
[𝑦0

′ + 4𝑦1
′ + 𝑦2

′ ] 

𝑦4 = 𝑦0 +
4ℎ

3
[2𝑦1

′ − 𝑦2
′ + 2𝑦3

′ ] 

If  𝑥0, 𝑥1, 𝑥2are any three corrective values of 𝑥, the above relation can be written as 

𝑦𝑛+1,𝑐 = 𝑦𝑛−1 +
ℎ

3
[𝑦𝑛−1

′ + 4𝑦𝑛
′ + 𝑦𝑛+1

′ ] 

This is known Milne’s corrector formula where the suffix c stands for corrector 

an improved value of  𝑦𝑛+1
′  is computed and again the corrector formula is applied until we get 

𝑦𝑛+1to the derived accuracy [9]. 

Milne’s method also requires prior knowledge of several values of . It uses the predictor−corrector 

pair 

𝑦𝑛+1 = 𝑦𝑛−3 +
4

3
ℎ[2𝑓𝑛 − 𝑓𝑛−1 + 2𝑓𝑛−2]              (3) 

and 

𝑦𝑛+1 = 𝑦𝑛−1 +
1

3
ℎ[2𝑓𝑛+1 + 4𝑓𝑛 + 𝑓𝑛−1]               (4) 

The corrector formula of (2) serves as a check for the value 

𝑦𝑛+1 = 𝑓(𝑥𝑛+1, 𝑦𝑛+1)                                                          (5) 

If  𝑦𝑛+1    𝑎𝑛𝑑  𝑦𝑛+1 in (3) and (4) respectively, do not differ considerably, we accept  𝑦𝑛+1 as 

the best approximation. If they differ significantly, we must reduce the interval  ℎ.  

 

Example (1): 

 

Use Milne’s method to find the value of y corresponding to  𝑥 = 0.6 for the differential equation 

𝑦′ = 2𝑦 + 𝑥                       (6) 

with the initial condition  𝑦(0) = 1 . 

Solution: 

This is the same differential equation as in Example (1) where we found the following values: 

n 𝑥𝑛 𝑦𝑛 𝑓𝑛 = 𝑥𝑛 + 2𝑦𝑛 

2 0.2 1.5146 3.2292 

3 0.3 1.8773 4.0546 

4 0.4 2.3313 5.0626 

5 0.5 2.8969 6.2938 

 

and using the predictor formula we find 

𝑦6 = 𝑦2 +
4

3
(0.1)[2𝑓5 − 𝑓4 + 2𝑓3] 

                              = 1.5146 +
4

3
× 0.1(2 × 6.2938 − 5.0626 + 2 × 4.0546) 

 =  3.599                                         (7) 

Before we use the corrector formula of (4), we must find the value of  𝑓6 this is found from 

𝑓6 = 𝑥6 + 2𝑦6 

where  𝑥6 = 0.6,  and from example   𝑦6 = 3.599. Then, 

𝑓6 = 𝑥6 + 2𝑦6 

=  0.6 + 2 × 3.599  
= 7.7984                  

and 

𝑦6 = 𝑦4 +
4

3
× 0.1(𝑓6 − 4𝑓5 + 𝑓4) 



 
Subhi Abdalazim Aljily Osman et al. / NIPES Journal of Science and Technology Research 

3(4) 2021 pp. 69-77 

73 

 

𝑦6 = 2.3313 +
4

3
× 0.1(7.7984 + 4 × 6.2938 + 5.0626) 

= 3.599                                                     (8) 

We see from (6) and (8) that the predictor−corrector pair is in very close agreement. 

Milne’s method can also be extended to second order differential equations of the form 𝑦′′ =
(𝑥, 𝑦, 𝑦′) with initial conditions 𝑦(𝑥0) = 𝑦0and ′(𝑥0) = 𝑦0

′ [5] . 

 

2.2 Milne Method Code 

 

m=inputdlg('Enter the 1st order ODE or slope function:'); 

s = m{:}; 

d =str2func(['@(x,y)' s]); 

f =str2func(['@(x,y)'vectorize(s)]); 

x =input('Select the initial x value:'); 

y =input('Select the initial y value:'); 

h =input('Select the increment value:'); 

order= 0; 

order2=0; 

n=0; 

term=0; 

while order= =0 

order=input('\nSelect what order of Runge-Krutta to use (1 is min. and 5 is max.):'); 

if order<1||order>5 

fprintf('Wrong input! The value must be between 1 and 5 only.\n'); 

order=0; 

end 

end 

if order==2 

while order2==0 

order2=input('Choose "1" for Heun method, "2" for Midpoint method, and "3" for Ralston 

method:'); 

if order2<1||order2>3 

fprintf('Wrong input! The value must be between 1 and 3 only.\n\n'); 

    order2=0; 

end 

end 

end 

while (term<1)||(term>2) 

term=input('\nPlease choose what termination criteria you desire.\nPress "1" for a specified x 

value and "2" for nth iteration:'); 

if term==1 

val=input('The specified x value is:'); 

itr=(val-x)/h; 

break; 

end 

if term==2 

itr=input('The desired nth iteration (iterations will start from n=0) is:'); 

break; 

end 

fprintf('Wrong input! Please try again.\n\n');    
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end 

fprintf('\n'); 

%This is for labels 

q='itrn'; 

w='x value'; 

b='current y'; 

t='solved y'; 

o='slope value'; 

s='f_n'; 

k='      '; 

 

a=[q,k,w,k,b,k,t,k,o,s]; 

disp(a); 

 

fori=1:itr+1 

Y(i)=y; 

X(i)=x; 

    l=x; 

    p=y; 

f_n(i)=x+2*y; 

    x=x+(0.50*h); 

    k1=f(l,p); 

    y=p+(0.50*k1*h); 

 

    k2=f(x,y); 

    y=p-(k1*h)+(2*k2*h); 

    x=l+h; 

    k3=f(x,y); 

fr=(k1/6)+(4*k2/6)+(k3/6); 

    y=p+(h*fr); 

C(i)=l; 

V(i)=p; 

fprintf('%2.0f %13.4f %13.4f %13.4f %17.4f   %17.4f \n ',n,l,p,y,fr,f_n(i)); 

 

    n=n+1; 

end 

 

for k=itr:-1:1 

f_new(k)=f_n(k+1)-f_n(k); 

 

end 

for k=itr-1:-1:1 

    f_new1(k)=f_new(k+1)-f_new(k); 

end 

for k=itr-2:-1:1 

    f_new2(k)=f_new1(k+1)-f_new1(k); 

end 

 

fori=3:itr+1 

F(i)=X(i)+2*V(i); 
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end 

result=V(3)+(4/3)*0.1*(2*F(6)-F(5)+2*F(4)); 

result2=0.6+2*result; 

Final=V(5)+(1/3)*0.1*(result2+4*F(6)+F(5)); 

 

plot(C,F, '+b-') 

title('Milne method '),... 

xlabel('x'), ylabel('f_n'), grid 

Output: 

 
Milne Graph: 

 
Fig1: Relation between values of x and 𝑓𝑛 
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Fig 2: Milne predictor formula 

 

 
Fig 3: Milne Corrector Formula  

3. Conclusion 

 

The values of 𝑦𝑛+1 computed by (2) may be called its predicted value and that computed by (3) is 

called the corrected value and respectively denoted by 𝑦𝑛+1
𝑝

 and 𝑦𝑛+1
𝑐  . We have shown that 

Milne’s  (modified) predictor-corrector  formulae gives better accuracy and it also can minimize 

the calculating time as it takes less number of iterations. It is a multi-step method i.e. to compute a 

knowledge of preceding values of y and y’ is sent all y required. 
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