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The very long delay that is suffered by patients of breast cancer in 

their early stages in low-income countries is due to access barriers 

and quality deficiencies in the care of cancer giving rise to the need 

for an alternative and efficient computer-based diagnostic system for 

the early detection and prevention of the disease. The early detection 

and improved therapy still remain a crucial approach for the 

prevention and cure of breast cancer. To this end, recent research 

looks into the development of different classifier models for the 

classification of breast cancer. This paper investigates the potentials 

of applying multiple neural network architectures with increased 

number of hidden layers and hidden units. The network architectures 

have one-hidden-layer, two-hidden-layer and three hidden layer 

(deep neural network) architectures respectively using the 

backpropagation training algorithm for the training of the models. 

The experimental results show that by applying this approach the 

models yield efficient and promising results 
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1. Introduction 

Breast cancer disease is one of the leading causes of death among women the world over [1], 

[2],[3],[4] and [5].  Most breast cancer cases occur in women aged 40 and above but certain 

women with high risk characteristics may develop breast cancer at a younger age. Cancer is a 

disease in which cells become abnormal and form more cells in an uncontrolled way. With breast 

cancer, the cancer begins in the tissues that make up the breasts. The cancer cells may form a 

mass called a tumor. That may also invade nearby tissue and spread to lymph nodes and other 

parts of the body. The most common types of breast cancer are the Ductal carcinoma and 

Lobular carcinoma. Ductal carcinoma cancer begins in the ducts and grows into surrounding 

tissues. About 8 in 10 breast cancers are this type. Lobular carcinoma cancer begins in lobules 

and grows into surrounding tissues. About 1 in 10 breast cancers are of this type [4]. Identifying 

the breast cancer tumor quickly and accurately, either benign (non-cancerous) or malignant 

(cancerous), is very critical for taking the correct and right treatment medically. It is very 

difficult to describe the main morphological features of breast cancer owing to its complex 
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nonlinear relationship using common traditional linear regression methods. In [3], among a great 

variety of classification techniques suggested so far for the medical diagnosis, neural networks 

have been one of the most popular methods that consistently demonstrated its strength and 

potentials in solving practical classification problems. Most of the research carried out on the 

medical diagnosis of breast cancer was done using the Wisconsin breast cancer database 

(WBCD) in neural network literature [1], [3],[6], and [7]. This paper adopted the use of a feed 

forward multilayer neural network with varying sizes and depths in terms of the number of layers 

and neurons. The objective of the proposed models is to determine the best neural network 

architecture best for the classification of the breast cancer irrespective of the depth and size. 

Through simulation, the models were experimentally compared using various metrics as the 

ROC, confusion metrics and so on to show the one that obtains the highest classification 

accuracy.  

 

1.1. Related Work 

Recently, different methods proposed for the detection and classification of breast cancer into 

benign or malignant cases can either fall under be the statistical methods, neural network, 

evolutionary computation methods and / or combination of any of the methods. However, using 

the neural network for breast cancer diagnosis has recently received a good deal of attention [3], 

and [6] as this is due to its ability to represent the behaviour of linear or nonlinear function 

multidimensional and complex [6]. Among other methodologies, the classification model is good 

at the detection and classification of breast cancer data [5]. Some of the various simple, hybrid or 

adaptive artificial techniques used are reviewed in this literature. [2] present three diagnosis 

systems using pattern recognition based on genetic algorithm and neural networks. The system 

performances are estimated by classification accuracy and compared with similar methods 

without feature selection. The paper concluded that the results of the hybrid methods (GA-

GRNN, GA-RBF, and GA-RBRF) gives better accuracy than the simple methods (GRNN, RBF, 

and RBEF) and can be helpful for physicians of their patients’ diseases. [8] built an artificial 

neural network model for detection of breast cancer based on Image registration techniques. The 

performance of the systems is analyzed on the basis of mean squared error for different number 

of neurons of ANN computed on hit and trial method showing improved classification 

efficiencies. In [9], a genetic-neuro system classification is proposed for the classification of 

breast cancer. The study proved that the experimental results obtained showed that the 

classification model performs better than the conventional neural networks. [10], presents an 

evolutionary fuzzy ARTMap algorithm on breast cancer dataset. The purpose of the study is to 

present the strength of fuzzy artmap using GA to optimize its parameters for improved 

classification performance in accuracy over the ordinary neural networks. In the paper, the main 

conclusion of the solution is that it could be applied on any problem, give high accurate 

performance result and solve drawback of user tuning for fuzzy artmap parameters. In [1], an 

investigation was carried out on the potential of applying the feed forward neural network 

architecture for the classification of breast cancer using back-propagation training algorithm. The 
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paper presented the result of a comparison among ten different hidden neurons initialization 

methods. In the study, the network architecture with sic hidden neurons gave the highest 

diagnostic performance of 99.28% accuracy. [6] proposed a new approach based on the concept 

of feed forward neural networks and Island differential evolution propagation algorithms to train 

the network on breast cancer classification problem. In the study, the Island differential evolution 

neural network approach driven by the learning algorithm works well in terms of accuracy 

efficiency and reliability. In [7], a parallel approach by using feed forward network techniques 

and back propagation learning algorithm is proposed to help in the diagnosis of breast cancer. 

The performance of the network is evaluated and experimental result reveals that by applying 

parallel approach in neural network model, efficiency is achieved. A genetic neural network 

classification model is developed by [3]. The proposed model optimizes the weights and 

threshold and also reduces the size of the network by identifying the feature subset using GA. In 

the study, simulation results show that the developed model achieved dimensional reduction and 

improved classification accuracy and excellent efficiency. [11] presented a novel hybrid 

intelligent method for detection of breast cancer. The proposed method includes two main 

modules: clustering module and the classifier model. In the study, the best classifier with the 

highest rate of accuracy is chosen in order to recognize the breast cancer. Simulation shows that 

the best classifier obtain 99.11% accuracy rate. In [12], a fast learning neuro-evolutionary 

technique that evaluates artificial neural networks using Cartesian Genetic Programming (GA-

PANN) to detect the presence of breast cancer is proposed. The developed system produces fast 

and accurate results when compared to contemporary work done in the field. In the study, the 

error of the model comes out to be as low as 1% for type I (classifying benign samples falsely as 

malignant or classifying true instance as false) and 0.5% for type II (classifying malignant 

sample falsely as benign or classifying false instance as true). [13] introduces four new methods 

for extracting the speculation features of a detected breast lesion on mammography by 

segmenting the contour of the lesion in a number of regions which are separately analyzed, 

determining a characterizing speculation feature set using neural network. In the paper, the 

performance of the methods is analyzed depending on the number of regions in which the 

contour is segmented and the performance related conclusions are stated for each of the methods. 

[14] proposed an evolutionary neural network pruning method for breast cancer diagnosis factors 

elimination problem. The GAs was used for pruning neural network structure and the 

investigation of the most appropriate subset of input parameters of ANNs that can provide 

reliable medical diagnosis. In the paper, the findings indicate that there is high level of 

redundancy in the original full-sized breast cancer diagnosis data. In [15] a novel approach to 

ANN topology optimization using evolutionary algorithms for breast cancer classification 

problems was presented. In the paper, the proposed solution proved to be able to reach a good 

level of optimization pruning the original architecture, (returned by the fixed topology 

optimization approach) to a solution, leaving unchanged the accuracy level of the system. [16], 

proposed a probabilistic neural network (PNN) to devise a decision support system (DSS) to 

diagnose the type of breast cancer in patients. In the work, the proposed model obtained high 
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performance with a sensitivity of 1, specificity of 0.98% and accuracy of 0.99 respectively. [17] 

presented a computerized breast cancer diagnosis prototype with GAs and neural network to 

reduce the time taken and indirectly reducing the probability of death. The research work 

through simulating the training process with increasing number of hidden layers and hidden 

neurons to identifying the best solutions shows that architecture with 9-3-1 (one-hidden layer) is 

still the best architecture for the dataset. However, the work shows that there are still works to do 

as to comparing the results with existing classifier models as well as refining the interface. An 

adaptive combination of genetic algorithm and ART neural network for breast cancer diagnosis 

is presented in [18]. In the work, the novel approach produced an excellent result superior to 

RBF, PNN and MLP networks. [19] presented a hybrid genetic-neural (GA-ANN) model to 

differentiate malignant from benign in a group of patients with histopathologically proved breast 

lesions in the base of BI-RADS descriptors and data derived from time-intensity curve. The 

study shows that a good accuracy of 91%, sensitivity of 95% and specificity of 78% is yielded 

compared to the radiologist’s opinion. [20] presented an overview of the current research being 

carried out using the data mining techniques to enhance the breast cancer diagnosis and 

prognosis. From the work, it is observed that the accuracy for the diagnosis analysis of various 

applied data mining classification techniques is highly acceptable for professional decision 

making for early diagnosis and avoid biopsy. However, more efficient models can provided for 

prognosis problem by inheriting the best features for the models defined. In the study, the best 

model can be obtained after building several different types of model, or by trying different 

technologies and algorithms. In [21] a GA-based feature selection method in conjunction with 

neural network model and statistical classifier were investigated to classify micro-calcification 

patterns in digital mammograms. In the study, the obtained results show that the proposed 

approach is able to find an appropriate feature subset and neural classifier achieves better results 

than the two statistical models. [22] presents a study on classification of breast cancer using feed 

forward artificial neural networks. The performance of the network shows high accuracy rate of 

99.28% using Levenberg-Marquardt training algorithm. In [23], the use of deep max-pooling 

convolutional neural networks to detect mitosis in breast histology images. The approach 

outperforms other approaches by a significant margin and won the ICPT 2012 mitosis detection 

competition. In [24], a novel approach for cancer detection in MRI mammogram using decision 

tree induction and BPN is presented. In the study, the accuracy of the genetic algorithm was 

significantly higher than the average predicted accuracy of 0.9612. In [25] the diagnosis of breast 

cancer using a combination of genetic algorithm and artificial neural network in medical infrared 

thermal imaging was presented. The result in the study indicates the improvement in the capacity 

and power of globalizing the ANN in obtaining more accurate and good precision in cancer 

diagnosis. [4], and [26] carried out survey on the use of various neural network techniques for 

the classification of breast cancer data, and concluded that the use of ANN increases the 

accuracy of most of the methods and reduces the need for the human experts. According to [27], 

the main reason for the use of these different techniques is to guide researchers to develop most 

cost effective and user friendly systems, processes and approaches for clinicians. In the study, 
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they opined that the accuracy of neural network can be further enhanced by increasing the 

number of neurons in the hidden layer and applying different training and learning rules for 

training ANN in order to improve the performance of the classifiers. 

 

2. Methodology 

The data used in the present work was obtained from the University of California at Irvine (UCI) 

Machine Learning Data Repository. The dataset was downloaded from their website. The 

downloaded file contains medical data concerning breast cancer classification cases that were 

categorized by medical experts to malignant or benign. The downloaded dataset contains features 

that describe characteristics of the cell nuclei of a Fine Needle Aspirate (FNA) of a breast mass. 

 

3.1 Description of Data set: Number of instances 699; Number of attributes: 10 plus the class 

attribute; Attributes 2 through 10 will be used to represent instances; Each instance has one 

of 2 possible classes: benign or malignant; Class distribution: Benign: 458 (65.5%), 

Malignant: 241 (34.5%) 

 

3.2 Attribute Information: 

Attribute  Domain 

1. Sample code number   id number 

2. Clump thickness   1-10 

3. Uniformity of cell size  1-10 

4. Uniformity of cell shape  1-10 

5. Marginal adhesion  1-10 

6.  Single epithelial cell size  1-10 

7.  Bare nuclei   1-10 

8.  Bland chromatin   1-10 

9. Normal nucleoli   1-10 

10. Mitosis    1-10 

11. Class  (2 for benign, 4 for malignant) 

 

The dataset was then divided into training, testing and validate sets in the ratio of 70:15:15 

respectively. The training set is to fit the model i.e. it is used for computing the gradient and 

updating the network weights and biases. The validation set, known as a pseudo test set, is to 

evaluate the quality of the model during training. It is used for monitoring the error during 

training, i.e., during training, the error on the validation data set decreases until over-fitting starts 

to occur at which point the error starts to increase again. While the test set, out-of-sample test 

sets, measures the performance of the resulting network, i.e., testing how accurate the network is. 

The dataset is scaled between the upper and lower bounds using the Max-Min function in 

Equation 1. The scaling was carried out so as to map the desired range of variables ranging 

between the minimum and maximum range for the network use. The dataset contains 10 
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attributes (1 class and 9 numeric features). The 9 numeric features are in the analog form scaled 

in the range between 0 and 1 using Equation 1for machine learning. 

 

     … (1) 

    … (2) 

 

where n is the number of input, X’ is the normalized value, x the original value, min1 and  max1 

are the minimum and maximum values of all original values respectively, and min2 and max2 are 

the expected minimum and maximum of the new scaled values. 

 

To accomplish the task of training the networks, the training dataset was first executed using the 

three neural networks- one multilayer perceptron neural network and two deep neural networks 

using 70% of the dataset. The number of hidden neurons was calculated using Equation 2 as 

suggested by [28] and [29] as one possible way of determining the hidden units. However, to 

extend the size of the 2 and 3 hidden layers, the number of the first hidden units obtained is 

divided by 2 to determine the second hidden units. Then for the 3 hidden layers, the number of 

the first hidden unit is divided by 4. That means half of the size of the first hidden units 

determine the size of the second layer and half of the second hidden layer determines the size of 

the third hidden units respectively. Thereafter, the models obtained are then validated using 15% 

of the validation dataset. The validated model was then tested using the testing dataset to know 

how well the model can generalize on unknown instances. The normalized data set fed into the 

networks represent 0-1 binary values. The target matrix included 2 classes: benign and malignant 

cases. In the case where the cancer type matched the class of the column, the value 

corresponding to the value in the row would be 1 and the other row would be 0. The training of 

the network process was repeated for up to 500 epochs. This work was programmed in Python 

programming language using Jupyter notebook on Anaconda Navigator IDLE software. The 

libraries imported for the implementation are pandas, numpy, matplotlib, sklearn, torchvision, 

torch, seaborn. 

 

3. Results and Discussion 

The performance of the different models and the existing based model were compared and are 

shown in Table 1. The details are given in respect to their sample sizes and classification 

efficiencies i.e. the number of layers. The proposed models all showed higher accuracies of 

about 95.23% compared to the existing model with 92% using a multilayer and 88.9% when a 

single layer was used respectively. The existing model used a training sample of 350 datasets 

while the proposed model used 699 samples respectively. The proposed model used one, two and 

three hidden layers and achieved this feat because of the way the model is designed and the 

choice of parameters used; while the existing model used one and two respectively. To 

investigate the degree of successfulness and applicability of the models, the study used the 

confusion matrix, the Area under ROC curve and other performance metrics. The confusion 
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matrix is a table layout showing the performance of a supervised learning algorithm in a 

visualized form and it is the preferred performance measure for classifier system. Some of the 

matrics adopted are: 

a.) Sensitivity (True Positive Rate or Recall): means positive classes correctly classified as 

positive classes and represented as: 

               … (3) 

b.) Specificity (True Negative Rate): measures the negative instances truly labeled as 

negative by classifier. Specificity should be high and given as:  

                                                   … (4) 

c.) Precision: shows the ratio of the total number of correctly classified positive examples 

and the total number of predictions that are correct, and given as: 

                                                                       … (5) 

d.) Accuracy: measures the proportion of the total number of predictions that are correct and 

given as:  

                                          … (6) 

e.) F-Measure (or F-score): measures the weighted average of the true positive rate (recall) 

and precision. The F-score reaches its best value at 1 (perfect precision and recall), and 

worst at 0. It is a measure of a test’s accuracy and given as 

                                                   … (7) 

Where the TP, FP, FN and TN stands for the True positive, False positive, False negative and 

True negative respectively. 

The receiver operating characteristic (ROC) curve is another common tool used to evaluate 

binary classifiers [30]. ROC graph is a technique for visualizing and selecting classifiers based 

on their performances. ROC graph summarizes the performance of a classifier over all possible 

thresholds (a numeric value that represents the degree of which an instance is a member of a 

class). The performance measure of the first model with single hidden layer and details of the 

results obtained are shown in Table 1. 

 

Table 1: Performance analysis of variant classifiers 

Measures Proposed models Existing model 

1st Model 2nd Model 3rd Model Single Multilayer 

Accuracy 0.9523 0.9523 0.9523 0.889 0.92 

Sensitivity 0.9565 0.9565 0.9565 - - 

Specificity 0.0434 0.0434 0.0434 - - 

Precision 

 - Train 

 

1.00 
 

1.00 

 

1.00 

- - 
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  -Test 0.93 0.95 0.95 - - 

F-Score 

  -Train 

 

1.00 

 

1.00 

 

1.00 

- - 

  -Test 1.00 1.00 1.00 -  

Sample size 699 699 699 350 350 

 

The various performances show the behaviour of both the training and testing datasets 

graphically with respects to convergence rate, MSE loss functions, and the AUROC curve 

respectively. The MSE loss functions of the variant models are shown in Figures 1-3. The 

convergence rates of the three models are depicted in Figures 4-6. The ROC curve showing the 

true positive rate and false negative rate for the three models are depicted in Figure 7-9 

respectively while the curve for the confusion matrix is depicted in Figure 10. 

 

 
Figure 1: MSE Loss function for single hidden layer MLP 

 
Figure 2: MSE Loss function for two-hidden-layer deep NN 

 
Figure 3: MSE Loss function for three-hidden-layer deep NN 
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Figure 4: Convergence rate for the 1st model 

 
Figure 5: Convergence rate for the 2nd model 

 
Figure 6: Convergence rate for the 3rd model 

 

 
Figure 7: ROC curve for 1st model 
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Figure 8: ROC Curve for 2nd model 

 
Figure 9: ROC curve for the 3rd model 

 

 
Figure 10: Confusion matrix 

  

The distinct behaviours of the three models can be seen vividly from the convergence rate 

showing in Figures 4, 5 and 6 respectively. It simply explains the fact that all three models 

converges at different rates. While it took less time for the first single layer model, and slight 

different from the second model, it took quite some amount of time for the third model (i.e. the 

deep NN). This is due to the size of the architecture. Also, the slope on the MSE loss for the first 

model in Figure 1 is slightly distinct from the second and third model in Figures 2 and 3 

respectively. The MSE loss of the third model shows a sigmoid shape indicating an unsteady 

slope to the first and second models. Figure 10 shows that the only five instances were 

misclassified which is an improvement of the model developed. 
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4. Conclusion 

In this study, three variant artificial neural networks was used to classify the types of breast 

cancer i.e.benign and malignant. The networks were trained first, then validated and tested using 

the various datasets. The various parameters of accuracy, sensitivity, and specificity values were 

obtained which appears to be all the same except for the test precision value found to be 0.93, 

0.95 and 0.95 from the first, second and third models respectively. The resultant values show a 

high acceptability level of reliability in the cases of classification of the dataset. Models also 

demonstrate the use of appropriate training parameters to achieving high performance 

irrespective of the depth of the network architecture adopted.  It is evident that one of the reasons 

for this is the normalization of the input vectors and the choice of training parameters adopted. In 

fact, the models implemented in this work can be better improved in the future if other model 

like evolutionary algorithms are combine in the selection of optimal parameters for better 

performance. We strongly believe if these models are hybridized using evolutionary algorithm 

the epochs will be reduced producing high accuracies and better performance. 
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